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Abstract

Various downscaling techniques have been developed to bridge the scale gap between
global climate models (GCMs) and finer scales required to assess hydrological impacts
of climate change. Such techniques may be grouped into two downscaling approaches:
the deterministic dynamical downscaling (DD) and the stochastic statistical downscal-
ing (SD). Although SD has been traditionally seen as an alternative to DD, recent works
on statistical downscaling have aimed to combine the benefits of these two approaches.
The overall objective of this study is to examine the relative benefits of each downscal-
ing approach and their combination in making the GCM scenarios suitable for basin
scale hydrological applications. The case study presented here focuses on the Apulia
region (South East of Italy, surface area about 20 000 km2), characterized by a typical
Mediterranean climate; the monthly cumulated precipitation and monthly mean of daily
minimum and maximum temperature distribution were examined for the period 1953—
2000. The fifth-generation ECHAM model from the Max-Planck-Institute for Meteorol-
ogy was adopted as GCM. The DD was carried out with the Protheus system (ENEA),
while the SD was performed through a monthly quantile-quantile transform. The SD
resulted efficient in reducing the mean bias in the spatial distribution at both annual
and seasonal scales, but it was not able to correct the miss-modeled non-stationary
components of the GCM dynamics. The DD provided a partial correction by enhanc-
ing the trend spatial heterogeneity and time evolution predicted by the GCM, although
the comparison with observations resulted still underperforming. The best results were
obtained through the combination of both DD and SD approaches.

1 Introduction

Global climate models (GCMs) are the primary tool for understanding how global cli-
mate may change in the future. However, they currently do not provide reliable infor-
mation on scales below about 200 km (Meehl et al., 2007). Hydrological processes
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typically occur at finer scales (Kundzewicz et al., 2007). Consequently, basin-scale as-
sessments of climate change impacts usually produce large biases in the simulated
hydrological processes whenever the raw output variables from a GCM are adopted
(Mearns et al., 2003; Dibike and Coulibaly, 2007). Hence, to reliably assess hydrologi-
cal impacts of climate change, higher resolution scenarios are required.

Various downscaling techniques have been developed to bridge this scale gap, and
a number of paper as previously reviewed downscaling concept (e.g. Hewitson and
Crane, 1996; Wilby and Wigley, 1997; Xu, 1999; Fowler et al., 2007; Maraun et al.,
2010). Two approaches to downscaling exist. Dynamical Downscaling (DD) nests a re-
gional climate model (RCM) into the GCM to represent the atmospheric physics with a
higher grid box resolution within a limited area of interest. Statistical Downscaling (SD)
establishes statistical links between larger and local observed scale weather (Frias et
al., 2006). Traditionally, SD has been seen as an alternative to DD. With the increasing
reliability and availability of RCM scenarios, recent work on statistical downscaling has
aimed to combine the benefits of these two approaches (e.g. Wilby et al., 2004; Wood
et al., 2004; Thorne et al., 2005).

Many recent studies have compared the performance of the two downscaling meth-
ods, but the use of different spatial domains, predictor variables and assessment crite-
ria makes direct comparison of the relative performance difficult to achieve (Fowler et
al., 2007). Moreover, studies that investigates more than one variable are rare (Dibike
and Coulaby, 2005; Diaz-Nieto and Wilby, 2005; Khan et al., 2006) and few studies
compare relative performances of DD and SD (Kidson and Thompson, 1998; Murphy,
1999; Hellstrom et al., 2001; Wilby et al., 2000; Haylock et al., 2006) or performance
of direct SD of GCM relative to the use of an intermediate DD (Hellstrom and Chen,
2003; Wood et al., 2004; Diez et al., 2005). These studies are used to evaluate the
performance of the two downscaling techniques using mainly correlation coefficients,
distance measures such as root mean squared error (RMSE), or explained variance
(Fowler et al., 2007), although Busuioc et al. (2001) suggested that for climate change
applications the more suitable downscaling model needs to be able to reproduce the
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low frequency variability. In this respect the degree of non-stationarity between predic-
tand and predictor has been considered by Hewitson and Crane (2006), while Benes-
tad et al. (2007) and Fan et al. (2011) highlighted the difficulties in capturing long term
trends through downscaling when the GCM fails in this tentative.

In a broader sense, currently there is a growing debate on the need of a better
communication between suppliers and users of climate change scenarios as recently
stated by Winkler et al. (2011). In this context we propose a methodology to evaluate
the relative performance of the selected GCM, DD, SD and their combinations not only
in term of bias, but also in term of time-variability, considering both the trend analysis
and the non-stationarity.

The case-study presented here concerns the Apulia region (SE of Italy) chosen for
the availability of well-distributed long term (collected from the middle of the past cen-
tury) temperature and precipitation monthly time series. The fifth-generation ECHAM
model (Roeckner et al., 2003) and the Protheus system (Artale et al., 2009) have been
selected as a state of the art GCM and DD, respectively. For the SD, the widely used
quantiles mapping technique (Déqué, 2007) has been applied.

2 Data and methods
2.1 Processing methods

In order to evaluate the relative performances of the DD and SD downscaling methods,
the following four methods of data processing were compared with land observations:
(1) direct output from the GCM control scenario (GCM); (2) DD applied to the GCM sce-
nario (GCM-DD); (3) SD applied directly to the GCM scenario (GCM-SD); (4) SD ap-
plied to the DD of the GCM scenario (GCM-DD-SD). A spatial homogenization through
a Statistical Interpolation (Sl) was applied before each comparison as described below.
Thus, data processing (1) to (4) refer to the Sl performed on each processing output.
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Analogously, (ref) refers to the Sl performed on the observations dataset. Data fluxes
are schematized in Fig. 1.

2.1.1 Global circulation model

The global model data considered for this study are those produced by the
ECHAMS5/MPI-OM and included in the CMIP3 database (Roeckner et al., 2003; Mars-
land et al., 2003). In particular, the atmospheric component (ECHAMS5) is run at spec-
tral resolution T63, corresponding to approximately 200 km at mid-latitudes with 32 ver-
tical levels. Many important topographic features are missing in the global model. For
example Dell’Aquila et al. (2012) show that the Mediterranean area land-sea mask is
an extremely approximate one and that the shape of the Italian peninsula cannot be
well captured at the adopted resolution.

From the global model, we considered daily time series for rainfall, minimum and
maximum temperature from the control simulation for the time period 1950-2000.

2.1.2 Dynamical downscaling

The dynamical downscaling was performed with the PROTHEUS system, an
atmosphere-ocean regional climate model composed of the RegCM3 atmospheric re-
gional model and the MITgcm ocean model. A detailed description of the coupled sys-
tem is provided by Artale et al. (2010). The relevant aspects for the present study are
that the atmospheric component RegCM3 is a 3-dimensional, o-coordinate, primitive
equation, hydrostatic model. The dynamical downscaling was performed over an area
ranging from 20° N to 60° N over the entire Mediterranean Sea and produced adopting
a uniform horizontal grid of 30 km horizontal resolution and 18c-levels..

The dynamical downscaling of the ECHAMS5/MPI-OM global scenarios considered in
the present study was previously evaluated in Dell’Aquila et al. (2012), who emphasized
the ability of the model in simulating critical aspects of the local climate. The fundamen-
tal improvements obtained with this modeling strategy are a partial reduction of the sea
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surface temperature bias produced in the driving global simulation and a better repre-
sentation of the corresponding patterns. The dynamical downscaling tends to amplify
the fluctuations of the sea surface temperature seasonal cycle already present in the
global driver, and to increase the frequency of large temperature anomalies (both warm
and cold events). In particular, a more accurate description of complex orography sur-
rounding the Mediterranean Sea, as well as of land surface processes, produces more
organized patterns in the tendency of key impact indicators such as the aridity index.
Instead, the global driver produces extremely noisy results that would prove difficult to
interpret in the context of impact studies.

We got six-hours data of rainfall and temperature for the time period 1950-2000
available from the PROTHEUS simulation. Data were then cumulated on a monthly ba-
sis for precipitation, whereas daily minimum and maximum temperature were averaged
over the same time scale.

2.1.3 Statistical downscaling

The monthly dataset derived from GCM simulations and DD results were statistically
downscaled versus the land stations using the quantile mapping method (Déqué,
2007), and each station was compared with the nearest node. Quantiles were com-
puted both for observations (predictor) and associated simulations (predictand) using a
common uniform plotting position (Weibull, 1939; Makkonen, 2008). All values ranging
between predictand quantiles corresponding to the plotting position p and p + 1 were
then replaced by the predictor quantiles at p + 1. Predictand values lower and higher
than the minimum and maximum observed quantiles were replaced by the minimum
and maximum observed quantiles, respectively.

2.1.4 Statistical interpolation

An ordinary kriging (Cressie, 1988), based on the covariance of the land observa-
tion data, was applied as S| (10km grid) after each data processing and to the land
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observations. The use of S| was motivated by the need to compare data sets having
different spatial resolutions, including land observations. Monthly spatial covariances
were estimated through the experimental semi-variogram of each month of the year.
A cross-validation was performed through a leave-one-out cross-validation (LOOCV)
(Hawkins, 2003) over the interpolated land observation data in order to estimate the
uncertainty introduced by the SI. The LOOCV was carried out using a single observa-
tion from the original sample as validation datum, and the remaining observations as
training data. This procedure was repeated for each observation point. At each run,
mean over time of the residues, defined as the difference between the Sl estimation
and the removed validation data, were computed. The obtained spatial mean values of
the cross-validation residues were 0.187 mm, 0.019°C and 0.023°C for monthly pre-
cipitation, minimum and maximum temperature, respectively.

2.2 Indicators of performance

The following indicators of performance were used to evaluate the ability of each data
processing in reproducing the land observed temperature and precipitation patterns.
Hydrologists generally need that the simulated data maintain features of the observed
ones mainly in terms of statistical moments. In view of the evaluation of climate change
impacts we consider of primary importance to evaluate the performances of the applied
downscaling techniques in relation to the following objectives: (1) reducing the mean
bias, (2) reproducing the observed non-stationarity and (3) reproducing the observed
trend spatial heterogeneity.

The monthly time series resulting from the Sl of each data processing p and the
land observation (ref), at each node n are referred as SI‘; and SI,'ffrespectiver. The
measures adopted to evaluate the predictive performance are reported in the following
Sects. 2.2.1 10 2.2.3.
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2.2.1 Mean bias analysis
The mean bias is defined in each node n as:
MP = SIP — gt (1)

where the overbar stands for the mean over time, at monthly scale. The spatial variabil-
ity of mean bias values obtained from the four data processing methods was compared
through the 5th, 25th, 50th, 75th and 95th percentile of the cumulative probability dis-
tribution over the 102 km? grid Sl nodes. The same elaboration was carried out after
splitting residues into four seasonal sub dataset: winter (December, January, Febru-
ary), spring (March, April, May), summer (June, July, August) and autumn (September,
October, November).

2.2.2 Non-stationarity analysis

The GCM adopted in this study cannot be considered a forecast product because it is
not initialized with the observed state of the climate system at any given time. Therefore
an investigation of the temporal correlation between the model output and the observa-
tions reference is not of interest. Instead, we require that the selected data processing
is able to provide a sufficient description of the statistics of local climate, including the
potential non-stationarity in the distribution of climate variables. We chose to analyze
the non-stationarity in the distribution of climate variables by considering the evolution
of quantiles of the corresponding probability distribution. The use of quantiles avoids
assumptions on the shape of the probability distributions of data from each process-
ing method thereby providing a more accurate detection of any possible change in the
probability distribution of the variables of interest. Quantiles of each data processing
were computed adopting the uniform plotting position suggested by Weibull (1939),
recently confirmed by Makkonen (2008). The quantiles were computed for each data
processing p, season s at each node n using a sliding time window centered on the
year y, and referred as Of,’,s,y. The O’,}’,S,y were then compared with quantiles of the
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same node computed over the whole period Qﬁ,s. The O’,:,s were computed using the
same plotting position as the associated O’,? sy- The non-stationarity in the climate is
then revealed by the time variation of the residues between the quantile Q,, sy and the
quantile Q) ;. Similarly we defined the quantiles of the reference as O;,Pj;y and Q.

The ability of data processing to reproduce the observed non-stationarity is revealed

by the comparison with the analogue time variation of the residues computed for the

reference data set O;,efs -~ O;,efsy

The overall variability in the quantiles residues can be expressed through the mean
squared error (MSE) which is intended here as measure of distribution variability for
moving time windows:

amsef) ;, = 7 Z (@5, - @5 (k)] @)

where L is the total number of plotting points.
The MSE can be disaggregated into the sum of the squared mean bias and the
variance:

2
Qmse) ., = (mef.,’sy) +Quary ;. (3)

The seasonal time variation of the Mean of Quantiles was then computed for a given
moving window centered at time y as:

amby ., = 7 z [o,,sy o’;s(k)] (4)

The mean is here referred to the average performed over the L plotting points. The
seasonal time variation of the quantiles variance was then computed as:

L
Quard, = 7 'y [(@hsy ) - @) - me‘;sy]z. (5)
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The statistical meaning of the performance indicator defined by Eq. (2) is illustrated by
the scheme in Fig. 2, where two quantile-quantile (g-q) plots between Of,’,s,y and O’,?,s
at different times y and y + 1 are reported (black full line). The black dashed line in
the g-q plot indicates the perfect stationarity when the Oﬁ,s,y and Oﬁ,"s have the same
distribution. The mean bias in the quantiles residues is indicated on Fig. 2 by a black
dotted arrow. The grey full line schematizes the g-q plot after removing the mean bias.
The remaining error, expressed by the variance, is indicated on the plot by a grey-
shaded area. In the following we will present the standard deviation Qstd’;’s’y in spite
of the variance as it can be more intuitively expressed in the considered variable unit.
The seasonal time variation of the Standard Deviation of Quantiles was then com-

puted as:

Qstdy ;, = \/Quar, . (6)

The mean of quantiles me’,;s‘y and standard deviation of quantiles Qstdﬁ,syy

further averaged over the n grid nodes of the Sl and indicated as megy and Qstd
respectively.

Reporting the time variation of the quantiles mean and the standard deviations en-
ables to separately quantify the mean and the unbiased non-stationarity, i.e. the non-
stationarity in the frequency of the events.

were

D
sy’

2.2.3 Trend analysis

In the case of spatial heterogeneity in the observed trends, climate simulations either
with or without downscaling should be able to resolve such a spatial variation. In order
to quantify this ability, the annual Sen’s slope (Sen, 1986) and the associated signifi-
cance, through the Mann Kendall coefficients, (Mann, 1945; Kendall, 1975) were com-
puted over the whole study period at each node of the Slf,’ grid on the annual variables
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and referred as SS/. The SS/ spatial distribution variance of each data processing
were computed as an indicator of the spatial heterogeneity of the trend amplitude:

2
Var® = <ss’,j -> ss’,j) . (7)
n n
2.3 Case study

The proposed methodology was applied to a meaningful case study located in South-
ern ltaly, the Apulia Region, in which the climate and landscape features, including
the water exploitation policy, represent a serious threat for water resources availability
in the near future. The regional territory, with a total extension of 19500 km?, is in fact
mainly devoted to agriculture with more than 70 % of the total area occupied by cropped
land which brought to a fast growing trend towards irrigation farming over the last four
decades with a massive exploitation of groundwater resources. On the other hand cli-
mate variables (rainfall in particular), exhibit a marked inter-annual variability, which
makes water availability a worrying issue to the economic development and ecosystem
conservation of the region (Portoghese et al., 2012).

Monthly observations from 77 temperature stations and 111 rainfall gauge stations
covering the period 19502000 were used as land measurements. From the original
data set provided by the Apulia Hydrographic Service, only stations with less than
20 % of missing data were selected. Figure 3 presents the location of the tempera-
ture and precipitation stations, whose density is about 1 per 2.76 x 10%km? and 1 per
1.91 x 10 km?, respectively. In the following we will refer to the precipitation cumulated
over one year or one month as annual and monthly precipitation, respectively; the daily
minimum temperature averaged over one year (one month) will be referred as annual
(monthly) minimum temperature; similar definitions are adopted for annual and monthly
maximum temperature.

The case study is covered by 6 GCM nodes (Fig. 1) extracted from the ECHAM5
model region (1 grid node per 3.27 x 10* km2), while the 41 DD nodes were drawn

9857

HESSD
9, 9847-9884, 2012

Comparing
downscaling
approaches

N. Guyennon et al.

Title Page
Abstract Introduction
Conclusions References
Tables Figures
1< >l
< >
Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion


http://www.hydrol-earth-syst-sci-discuss.net
http://www.hydrol-earth-syst-sci-discuss.net/9/9847/2012/hessd-9-9847-2012-print.pdf
http://www.hydrol-earth-syst-sci-discuss.net/9/9847/2012/hessd-9-9847-2012-discussion.html
http://creativecommons.org/licenses/by/3.0/

10

15

20

25

from the Protheus system (1 grid node per 9.60 x 10?km?). The Sl was performed
over a 10 km grid mesh, slightly smaller than the land control density.

Figure 4 shows the spatial distribution over the case study region through the asso-
ciated spatial quantiles (5th, 25th, 50th, 75th and 95th quantiles) of the five time series
resulting from the four data processing methods and the land observation (ref), for an-
nual precipitation, minimum and maximum temperature. This gives an overview of the
GCM misfit in space and time, and the impacts of subsequent downscaling processes.

3 Results

In the next sections the performances of the downscaling methods and their combina-
tion are compared through the indicators presented in Sect. 2.2.

3.1 Mean bias

The spatial variability of the mean bias M,‘,’ (Eq. 1) computed between (ref) and each of
the data processing results is shown, in terms of percentiles (25th, 75th, 5th and 95th),
in Fig. 5, while the numerical results are reported in Table 1. Figure 5 can be read as
follows: the closer the mean bias to zero, the higher the ability of the data processing
to reproduce the spatial mean condition for each variable; the narrower the distribution,
the higher the ability of the data processing to reproduce the spatial heterogeneity of
each variable.

The mean bias analysis highlights the poor capability of the adopted GCM to repro-
duce the spatial mean behavior of precipitation in relation to the different seasons:
a large overestimation is evident during winter and a large underestimation during
summer (+15.4mm and —-20.5mm, respectively) resulting in the low mean bias at
annual scale (-2.3 mm). During spring and autumn, the GCM shows intermediate per-
formances. Moreover the GCM’s mean bias is associated with a large spatial hetero-
geneity, except in spring and summer. The application of the DD permits to reduce the
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mean bias in winter (-0.1 mm) and summer (+7.5mm), but its performance degrades
significantly in spring (+24.2mm). The DD in general slightly reduces the spatial het-
erogeneity. The SD is successful in reducing (by at least one order of magnitude) the
mean bias and its variance, independently from the season. Finally, the combined DD-
SD presents further improvements in reducing the mean bias and variance (0.14 mm).
The Anova test carried out on the mean bias resulting from the data processing (3) and
(4) confirms the significance of DD-SD improvement versus the SD alone in the spring,
autumn and summetr.

The GCM performances for minimum and maximum temperature are similar to those
reported for precipitation. An overall mean bias is found for both variables (typically
about +£2 °C, respectively). The minimum temperature is systematically overestimated,
while the maximum temperature is underestimated. The DD reduces significantly the
mean bias for both variables (~ 1°C), except for the winter maximum temperature, but
keeps almost unchanged the spatial heterogeneity. The SD reduces the annual and
seasonal mean bias and its spatial heterogeneity by at least one order of magnitude
(~0.1°C). Finally, also for temperature the combined DD-SD presents the best results
(Table 1) with a further reduction in all the percentiles (0.07 °C and 0.08 °C for minimum
and maximum temperature, respectively). Also in this case, the Anova test applied to
the mean bias highlighted the significance of DD-SD improvement versus the single
SD for the annual, spring and summer minimum temperature, and for the annual and
seasonal maxima.

3.2 Non-stationarity
3.2.1 Mean of quantiles

The analysis of the time evolution of quantiles provides clear information about the non-
stationarity of local climate. Figure 6 shows the time variation of the mean of quantiles
me’s’y (Eq. 4): the absolute value of mep indicates how much the quantile of each
year (considering a 21-yr window) differs from the mean of quantiles computed over
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the entire period. In general a flat signal (centered on 0 by construction) indicates that
the considered variable is stationary along the analyzed period. On the contrary, the
non-stationarity could be detected by the presence of trends. The amplitude of the
trend is directly expressed by the amplitude of the mep variation in the considered
variable unit. To support these results, the p-value assomated with a Mann Kendall test
is computed over the whole period for each data processing method and for the (ref)
data set (Table 2).

The observed precipitation presents a negative trend in winter and spring, while
summer and autumn are characterized by an initial increase in precipitation followed
by a negative trend and by a stationary period. In the case of model data, only in
winter and at annual scale the negative trend results significant over the whole period
(Table 2). The GCM correctly reproduces the annual behavior, but underestimates the
negative winter and spring trends which resulted not significant in the Mann Kendall test
(Table 2). Furthermore the model does not reproduce the stationarity in the autumn
observed during the 1990s. The DD modulates the GCM output, leading to a better
representation of the observations in most of the cases (annual, winter and spring).
Instead, the SD has a negligible impact when combined with the climate model output.

The observed minimum temperature presents positive trends in winter and spring,
and a relative stationarity during the first half of the considered period, followed by a
positive trend during the second half in summer and autumn. The observed annual time
series of the minimum temperature is stationary until late 1970s, followed by a positive
trend. All the observed trends, except in autumn, are significant over the whole period
(Table 2). The GCM underestimates the positive trend and associated significance.
Benefits from the different downscaling methods are similar to those discussed for
precipitation.

The observed maximum temperature is stationary in winter, whereas a negative
trend is observed in spring, summer and autumn during the first half of the considered
period; the second half is characterized by a positive trend. The GCM fails in repro-
ducing both the annual and the seasonal non-stationarity, overestimating the positive
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trends and underestimating the negative ones. As for precipitation and minimum tem-
perature, the DD properly modulates the GCM outcome, mainly enhancing the positive
trends when it is already present in the GCM, and generating positive trends when
the row GCM output has stationary behavior. Likewise, the SD has a negligible impact
when combined with the DD.

3.2.2 Standard deviation of quantiles

The analysis of the time evolution of the variance of quantiles, hereinafter referred as
unbiased non-stationarity, describes the non-stationarity in the frequency of events of
given amplitude. Figure 7 shows the unbiased non-stationarity Qstd‘;y (Eqg. 6) used
to describe the evolution of the standard deviation between the quantiles computed
on a moving 21-yr window and those computed over the whole period. The absolute
value of Qstdp indicates how much the quantiles distribution of each 21-yr window
differs from the full period, once the mean bias is removed. A flat signal indicates
that the probability distribution of a variable is fundamentally stationary throughout the
analyzed period and a different quantile distribution during each of the 21-yr window is
a side effect of the subsampling. For example, this is the case for the GCM summer
rainfall. The non-stationarity observed during the 1950s and during the 1990s may be
affected by the variable size of the time windows shorter than 21-yr (grey rectangles),
and will not be discussed.

The observed precipitation presents non-stationarity from the half to the late 1980s in
autumn and at the annual scale. Instead, the GCM reproduces correctly the observed
pattern of the unbiased non-stationarity at the annual scale, in winter and autumn,
whereas it slightly underestimates the results in spring. The DD enhances the non-
stationarity simulated by the GCM in spring and summer and slightly reduces it in winter
and autumn. This results in a better representation of the observed unbiased non-
stationarity at annual scale, in spring and autumn. In particular, the results obtained
for the summer unbiased non-stationarity suggest a key role for local processes at a
spatial scale which in not well captured by the GCM. The SD has a low impact on
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the unbiased non-stationarity when it is applied to the GCM, except in summer when
non-stationarity is enhanced. Combined with the DD, the SD mostly reduces the non-
stationarity when overestimated (spring and summer) and systematically lays between
the underestimated GCM and the overestimated DD non-stationarity. The combined
DD-SD presents a high covariance with the DD and a mean value similar to the SD
results.

In the case of minimum temperature, non-stationarity is observed from the half of
1960s to the half 1970s in the summer, and from the half 1970s to the half 1980s
in the winter. The GCM reproduces correctly the observed pattern of unbiased non-
stationarity at annual scale, in the winter and spring but results generally underes-
timated, except in the autumn. In terms of relative impact of the downscaling, both
the DD and the SD modulate the unbiased non-stationarity of the GCM mostly by in-
creasing the standard deviation of quantiles. As for precipitation, the combined DD-SD
presents a high covariance with the DD and an amplitude similar to the SD results.
Compared to the precipitation, minimum temperature presents relatively low difference
among data processing, except in the spring after the 1970s, where the combined
DD-SD better represents the reference.

For maximum temperature, non-stationarity is observed from early 1970s to early
1980s in the summer, and from mid 1970s to mid 1980s in the winter and spring.
The GCM generally fails in reproducing the observed level of unbiased non-stationarity
which results systematically underestimated. In terms of relative impact of the down-
scaling both the DD and the SD strongly modulate the GCM, by systematically increas-
ing the unbiased non-stationarity, in particular SD and combined DD-SD lay always
between the underestimated GCM and the overestimated DD signals.

3.3 Trends analysis

The spatial distribution of the Sen’s slope SSﬁ for the annual precipitation, mini-
mum and maximum temperature are reported in Fig. 8. The variance of the spatial
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distribution of the Sen’s slopes defined as Var® in Eq. (7) is reported in Table 3 for each
data processing and (ref).

The trend slope in the observed annual precipitation presents a large spatial het-
erogeneity, with values ranging from —1.4mm yr'1 in the central areas of the case
study to —7.2mm yr‘1 in the North. Most of these trends are significant, except in the
extreme South. Because of its low resolution, the GCM does not reveal almost any spa-
tial heterogeneity (mean trend of —0.6 mm yr‘1). The DD modulates the spatial GCM
trends generating trends ranging from —1.0 mm yr‘1 in the North to —-3.3mm yr‘1 in
the South. Thus, the DD results able to reproduce almost half of the observed variance
(0.34 and 0.74 (mm yr'1)2 respectively). In general the SD generates lower spatial
variance than the DD (0.11 (mm yr‘1)2) as indicated by the trend slopes ranging from
-0.2 to —2.1mm yr‘1. The resulting covariance is of the same order of magnitude of
the DD (6.5 % of the observed variance), but positive. Finally, the combination DD-SD
presents the highest variance (0.40 (mm yr_1)2) with trend slopes ranging from —-0.3 to
-3.5mm yr'1. Neither the GCM nor further downscaling processes have shown signif-
icant trends in the annual values.

Also the observed trend slopes in annual minimum temperature present a large spa-
tial heterogeneity, with values ranging from -0.02°C yr‘1 in the central areas of the
case study to +0.045°C yr‘1 in the extreme North and in the extreme South. In gen-
eral, significant positive trends are dominant in the study region. On the contrary the
GCM does not show any spatial heterogeneity, with a mean trend of +0.01°C yr‘1.
The DD does not modulate the spatial trends of the GCM generating a mean trend
of +0.015°C yr‘1 with almost no spatial variance (0.1 % of the observed variance),
leading to a negative covariance of —0.3 % of the observed variance. The SD shows
a spatial variance slightly higher than the DD (2.4 % of the observed variance) with
trends ranging from +0.01 °Cyr'1 to +0.02°C yr'1, which are still far from a correct
representation of the observed spatial heterogeneity. Finally, the combination DD-
SD presents trend slopes slightly higher than the other downscaling (ranging from
+0.015t0 +0.025°C yr‘1) and the best results in terms of covariance with the reference
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(5% of the observed variance), but still fails in representing correctly the (ref). In gen-
eral all the trend slopes resulting from the GCM and further downscaling are significant.

The observed slope in annual maximum temperature presents larger spatial hetero-
geneity than the annual minimum temperature, with values ranging from —0.04°C yr'1
in the South to +0.03°C yr‘1 in the center and the North-West, both minimum (at South)
and maximum (center and North-West) slopes resulting significant. The GCM presents
a mean trend of +0.01°C yr‘1, not significant in northern and central portions of the
study region. The DD slightly modulates the GCM spatial trends with slopes ranging
from +0.015°C yr‘1 to +0.025°C yr'1, though far from the spatial variance of the (ref)
(0.8 % of the observed variance) and generating a positive spatial covariance of 1.1 %
of the observed variance. The DD also enhances the GCM slopes significance in the
entire region. The SD slightly increases the spatial variance compared to the DD (4.8 %
of the observed variance) with trends ranging from 0.01°C yr'1 t0 0.03°C yr'1, though
with lower covariance with the reference than the DD (0.9 % of the observed variance).
Finally, the combination DD-SD shows similar results to the DD, with slopes ranging
from 0.015 to 0.025°C yr‘1 and significant in all grid boxes, but a negative covariance
with the reference (-2.9 % of the observed variance) and a poor representation of ob-
servations.

4 Discussion

Some considerations on limitations due to the use of a single case study, a single
GCM, a single DD and a single SD method may help to better contextualize the results
obtained through the proposed indicators of performance.

The uncertainty introduced by the choice of the driving GCM was recently assessed
by Chen et al. (2006) with regard to precipitation in Sweden using 17 GCMs. The au-
thors found a common behavior among the 17 models (increase in annual precipitation)
despite a considerable spread of the rates of change in precipitation, with an associ-
ated uncertainty depending on the season rather than on the region. The uncertainty
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introduced by 10 RCMs (or DDs) in 8 European regions was evaluated by Déqué et
al. (2005) using RCM ensemble runs with the same emissions scenario. The contribu-
tion of the different sources of uncertainty was found to vary according to the spatial
domain, region and season, but the largest uncertainty was due to the boundary forcing
i.e. the choice of the driving GCM. According to Fowler et al. (2007), despite the mul-
tiplication of more sophisticated SD methods (as weather typing schemes or weather
generators), simple statistical downscaling methods (regression models) seem to show
similar performances in reproducing the mean climatological features when compared
with the more complex ones. Moreover, the SD performances were found to be depen-
dent mainly on the predictor variable (Cavazos and Hewiston, 2005) and the spatial
domain (Wilby and Wigley, 2000). As for the RCM, the choice of driving-GCM generally
provides the largest source of uncertainty in statistically downscaled scenario (Fowler
et al., 2007).

Finally, the adopted SD has been selected as it is easy to implement, has a low
computational cost, is widely used for impact studies and can be implemented inde-
pendently from the variables of interest. Furthermore, the SD being strongly calibrated
on observations reproduces the climatology with a small residual bias that can be in-
terpreted as the intrinsic limit of the quantile mapping in projecting a modeled variable
onto the distribution of the reference dataset.

In this perspective, the presented results are indicative of the relative role of each
downscaling processing rather than of their absolute performances, which depend to
a large degree on the quality of the driving GCM. In presence of complex orography
and land-sea contrast the DD approach considered in this study produces physically
coherent patterns in the tendency of key impact indicators, which is a desired charac-
teristic for the production of usable climate scenarios (Dell’Aquila et al., 2011). There-
fore, although the DD is certainly not sufficient for improving the quality of climate
scenarios (e.g. the regional climate model may have its own deficiencies), it does ap-
pear to be a necessary pre-condition for the production of climate scenarios that are
usable for impact modeling in those cases when local dynamics (e.g. the mesoscale,
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between 100 km and 1000 km) and feedbacks (e.g. interactions in the soil-vegetation-
atmosphere system) are poorly represented in a GCM. Downstream SD may then be
employed as a further correction of residual biases so that, for example, the GCM-
DD-SD processing shows always the lowest mean bias compared to the reference ob-
servational network. This is of particular relevance for the Mediterranean area, where
recent studies suggest that the DD of global simulations do improve specific aspects
of the modeling of regional climate (Dubois et al., 2011; Gualdi et al., 2012; Del’Aquila
etal.,, 2011).

Further support to the above discussion comes from the comparison of the quantile
distribution of the considered processing chains (data processings). In fact, by improv-
ing aspects of the local dynamics, the DD modulates the quantile distributions produced
by the GCM and does improve on the GCM performance (Fig. 6). Instead, the quantile
distribution of the SD follows essentially the background variability of the large-scale
driving climate, regardless of its provenance from the GCM or from the RCM output. In
this perspective, the SD can be considered as a practical tool for removing a model’s
systematic bias. However, its ability to correct the representation of long-term variability
is of course limited.

In reproducing long term climate scenarios (trends), a leading role is obviously
played by the GCM which provides the overall climate equilibrium, flow regimes and
constraints to the energy budget. This implies for example that if the GCM fails to cap-
ture a major fluctuations of the global climate (e.g. a shift in the position of atmospheric
jets), the downstream DD or SD cannot correct the source bias. For example, the GCM
simulation considered in this study was not initialized with any kind of observation at
any specific time. Therefore, no significant correlation with the observed climate vari-
ability should be expected. However, what is of more interest here is that the DD, when
properly tuned to the local environmental conditions, is able to deviate significantly
from the GCM behavior at the interannual scale (Fig. 7). For example, simplified con-
ceptual models demonstrate that the feedbacks between surface hydrology and the lo-
cal energy budget support a large variability of the soil-vegetation-atmosphere system,
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especially in water limited areas where transitions between wet/cool and dry/hot con-
ditions are possible (Baudena et al., 2008). In particular past studies conducted with
the same atmospheric model adopted here show that the variability of maximum sur-
face temperature is sensitive to changes in the land-cover characteristics (e.g. Anav et
al., 2010). Therefore, the more accurate representation of land-sea contrast and land
cover characteristics adopted for the DD are expected to produce significant deviations
from the GCM and the amplification of its unbiased non-stationarity shown in Fig. 7.

A direct consequence of the combined benefits of a DD-SD processing of the GCM
scenarios is that spatial heterogeneities in long term climate fluctuations are only cap-
tured when both DD and SD are included in the processing chain. Note that, as the
driving control climate is not initialized with observations, the patterns shown in Fig. 8
may not be expected to closely follow observed patterns. Nevertheless, especially for
the case of temperature, none of the standalone approaches, either DD or SD, produce
significant spatial heterogeneity, which starts to be detectable only in the case of the
combined processing (corresponding to about 50 % of the observed heterogeneity for
precipitation).

5 Conclusions

The present study aimed to assess the ability of each downscaling method and their
combination in reproducing the land observed temperature and precipitation patterns,
in order to be used for hydrological simulation at local and/or basin scale.

Even if the study is highly limited by the singularity of the case study and the adopted
models (GCM, DD and SD), the results are of general usefulness for the scientific
community interested in climate impact modeling.

The sizeable effect of DD on the description of non-stationarity of local climate, es-
pecially in the case of rainfall and of maximum temperature, highlights the key role of
local processes (including the triggering of convection and the surface energy balance)
in characterizing the local climate. Our analysis suggests that SD is a necessary step
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in the processing of climate simulation for obtaining reliable statistics at the local scale.
For example, SD is confirmed as one of the best tools for the removal model bias
from meteorological variables. However, an explicit modeling of the physical system at
a sufficiently high resolution (hence the DD) appears a necessary pre-condition to a
skilful SD, especially during the seasons in which local processes have a larger control
on local fluctuations of climate. In particular, DD plays a key role in characterizing the
spatial distribution of trends. Moreover, only the dynamical downscaling is able to mod-
ulate the inter-annual variability simulated by the GCM by enhancing the role of local
feedbacks, for example in the soil-vegetation-atmosphere system. However, it is worth
to note that for the GCM scenarios considered in this study, the correction introduced
by the DD is not sufficient to reproduce the observed trends.

The resulting complementarity of the two downscaling techniques suggests that the
combined DD-SD is a suitable choice for the generation of weather data for impact
modeling. In fact, the combined DD-SD presents the best results both in terms of mean
bias and spatial distribution of trends by retaining the improvements obtained by the
DD in terms of climate non-stationarity.
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Table 1. Annual and seasonal spatial distribution percentiles of mean bias. Bold numbers high-
light for each variable, season and percentiles the minimum mean bias among data process-

ings.
Cumulated precipitation Daily minimum temperature Daily maximum temperature

(1) (2 (3) 4) (1) (2 (3) 4) (1) @ © (4)

Annual
5th  -16.04 -456 -0.70 -0.36 1.88 -127 -0.03 -0.06 -3.02 -1.70 0.05 -0.02
25th  -8.18 151 -0.32 -0.02 214 -1.02 0.06 0.04 -2.73 -128 0.14 0.05
50th -2.26 6.47 -0.13 0.14 229 -0.86 0.10 0.07 -250 -0.93 0.18 0.08
75th 2.22 9.70 0.06 0.35 250 -0.56 0.13 0.10 -2.16 -0.63 0.21 0.11
95th 5.18 12.58 0.91 0.65 289 -0.13 0.20 0.16 -1.64 -0.31 0.26 0.16

Winter
5th -291 -1556 -1.34 -0.35 245 -0.71 -0.06 -0.04 -0.98 -1.37 0.02 -0.01
25th 6.00 -7.67 -0.40 0.04 2.77 -0.39 0.03 0.04 -0.75 -1.20 0.06 0.04
50th 1542  -0.96 0.49 0.49 294 -0.22 0.06 0.07 -0.58 -1.08 0.09 0.07
75th 24.41 3.66 1.47 0.88 3.1 0.10 0.10 0.11 -0.31 -0.93 0.13 0.11
95th 29.80 10.46 2.40 1.32 3.48 0.56 0.18 0.17 0.00 -0.58 0.17 0.15

Spring
5th  -11.04 1643 -1.44 -0.23 1.86 -0.91 0.00 -0.03 -3.68 -2.37 0.11 0.00
25th  -7.57 2117 -1.05 0.15 2.05 -0.68 0.08 0.05 -331 -1.86 0.17 0.07
50th  -3.36 2422 -0.85 0.39 217 -0.53 0.10 0.07 -3.02 -1.51 0.22 0.10
75th  -1.21 28.17 -0.64 0.51 233 -0.31 0.13 0.10 -263 -1.15 0.27 0.12
95th 1.11 3455 -0.41 0.96 2.67 0.00 0.21 0.15 -2.06 -0.68 0.33 0.17

Summer

5th  -2955 -149 -192 -0.95 0.75 -1.73 -0.03 -0.11 -599 -1.38 0.05 -0.10
25th -22.05 348 -142 -0.74 0.99 -1.50 0.11 0.02 -5.32 -0.30 0.20 0.04
50th -20.48 751 -1.08 -0.40 123 -1.25 0.15 0.05 -4.79 0.36 0.28 0.09
75th  -19.49 9.26 -0.24 -0.07 1.41 -0.95 0.19 0.09 -4.18 0.98 0.33 0.13
95th -18.33 10.63 0.14 0.23 1.87 -0.52 0.26 0.19 -3.39 1.78 0.44 0.23

Autumn
5th  -27.83 -27.45 -0.58 -0.99 235 -1.89 -0.07 -0.07 -2.04 -233 0.02 -0.02
25th -9.96 -11.97 0.37 -0.28 269 -1.61 0.03 0.04 -1.82 -1.86 0.09 0.04
50th 1.20 -5.10 0.77 0.19 2.87 -1.39 0.07 0.07 -157 -1.53 0.12 0.06
75th 6.47 -1.55 1.20 0.60 3.12 -0.99 0.12 0.11 -1.30 -1.30 0.15 0.09
95th 11.19 3.60 3.39 1.38 3.61 -0.45 0.19 0.19 -0.92 -1.07 o0.21 0.16
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Table 2. Annual and seasonal Mann Kendall p-value over the period 1953—2000. Bold numbers

highlight for each variable and season the p_values within 95 % of confidence.
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Table 3. Variance of Annual Sen’s slope spatial distribution. Bold numbers highlight for each
variable the maximum variance among data processings (excepting the ref).

(ef) (1) @ @ @

Precipitation (mmyr~')? 077 000 0.34 0.11 0.40
Minimum temperature 1 x 107 "Cyr™')> 1062 0.0 0.16 25 2.0
Maximum temperature 1x10° *Cyr™")®> 2564 0.1 20 11.8 24
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10° km?

103 km?

Land
observations

102 km?

1 @ @ @ (ref)

Fig. 1. Methodological framework representing the adopted methods of data processing. The
arrows indicate the data fluxes, while models (GCM and relevant downscaling) and land obser-
vations are shown with ellipses. The Statistical Interpolation (SI) is represented by a dashed
rectangle. Data processing resulting from the data flux are referred as: (1) GCM; (2) DD applied
to GCM; (3) SD applied directly to the GCM; (4) SD applied to the DD of the GCM; (ref) Land
observations. The spatial scale associated with each model is reported on the left.
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Fig. 3. Location of Apulia Region. The hydrological domain area is delimited by a grey full line.
Locations of the temperature and precipitation sampling stations are shown with grey and black
full circle, respectively. GCM nodes are shown with black stars and DD nodes are shown with
black crosses. The grid boxes associated with GCM and DD nodes are delimited by black full
line.
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Fig. 6. Annual and seasonal mean of quantiles variation between the quantiles computed on
a 21yr window and on the whole period. Precipitation, minimum and maximum temperature
analysis for land observations (ref), GCM (1), GCM-DD (2), GCM-SD (3) and GCM-DD-SD (4).
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Grey rectangles represent values computed with less than 21 yr.
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Fig. 7. Annual and seasonal standard deviation of quantiles between the quantiles computed
on a 21 yr window and on the whole period. Precipitation, minimum and maximum temperature
analysis for land observations (ref), GCM (1), GCM-DD (2), GCM-SD (3) and GCM-DD-SD (4).
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Grey rectangles represent values computed with less than 21 yr.
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Fig. 8. Spatial distribution of Sen’s slopes for annual cumulated precipitation, minimum tem- = _
perature and maximum temperature. Grid boxes marked with stars are those in which the esti- &
mated trend is statistically significant. ©
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